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## 1 Introduction

The study of diffusion processes on a manifold, very much interesting by itself, also has a practical motivation. We refer to the beginning of Stéphane Lafon's Thesis [1] which gives a good overview of the particular interests of this topic. Two main ideas are:

1. The geometry of a data set in high dimensional space can sometimes be approximated by an underlying submanifold.
2. Diffusion processes explain much of the local geometry on a manifold. As such, they become good candidates to design mappings from this high dimensional space to a low dimensional space while preserving the local geometry.

While his work also includes results about discrete approximations via graphs, we choose to focus on the differential geometry side and display results on the geometrical insight given by diffusion processes on a manifold. This practical application will be the red thread along this work and should explain the choice of results presented.

We first display a few applications which should give an idea on the range of these studies. We then look into functional analysis to derive sufficient conditions on the use of eigen-decomposition of an operator. We finally investigate Sobolev spaces on a manifold to conclude our eigen-decomposition.

The reader unfamiliar with Differential Geometry up to Stokes Theorem should refer to the appendices prior to the main part. Functional Analysis up to Riesz Theorem is also assumed.

## 2 Applications \& Motivation

We first look at two simple examples on the use of spectral theory for data compression. We then talk about Principal Component Analysis (PCA), which can be viewed as a linear approximation of the data set geometry. We then extend these approximations to the non linear case. Finally, we present the Elastic Maps algorithm [3] which deals with the non linear representation of data sets. An example is described using a three dimensional representation of shares from the New York Stock Exchange.

### 2.1 Audio \& Image Compression

Audio Compression namely the MP3 format. $\mathcal{M}$ becomes a closed interval $[a, b]$ of the real line.

Image Compression namely the JPEG format. $\mathcal{M}$ becomes a closed subset $[a, b] \times[c, d]$ of $\mathbb{R}^{2}$.

Both use a spectral decomposition, to keep the principal information by selecting the relevant frequencies.

### 2.2 Principal Curves and Surfaces

We present here this theory first presented by Trevor Hastie [2]. Let us say we observe a set of points $\left\{x_{1}, \cdots, x_{n}\right\} \subseteq \mathbb{R}^{d}$ with an additional noise component $\left(\epsilon_{i}\right)_{i=1, \cdots, n}$

$$
x_{i}=u_{i}+\epsilon_{i} .
$$

We assume that these observations come from a linear structure, namely that $u_{i}=A t_{i}$ with $A \in \mathbb{R}^{d \times n}$. Additionally, we assume that the errors $\epsilon \in \mathbb{R}^{n}$ are distributed such that $\mathbb{E}[\epsilon]=0, \mathbb{E}\left[\epsilon^{T} \epsilon\right]=\sigma^{2} I$ for some $\sigma>0$. We then know from the Gauss-Markov theorem that minimizing

$$
\begin{equation*}
D(t, A):=\sum_{i=1}^{n}\left\|x_{i}-A t_{i}\right\|^{2} \tag{1}
\end{equation*}
$$

leads to the statistical estimate with minimal variance among the unbiased candidates. Since $t$ is obtained by projecting the observations onto $A$, equation (1) reduces to

$$
D(t, A)=D(A):=\sum_{i=1}^{n}\left\|x_{i}-A A^{T} x_{i}\right\|^{2} .
$$

This minimization problem is solved by taking the eigenvectors from the matrix $X^{T} X$ where $X:=\left(x_{1} \cdots x_{n}\right)^{T}$. Those eigenvectors, once ordered by decreasing
order with respect to their eigenvalues, are called principal components and form the basis for PCA. Another way to look at PCA is to say that it tries to explain the most variance using suitable linear spaces.

We would like now to get rid of the linearity assumption governing the true underlying $u \in \mathbb{R}^{d \times n}$. Namely, we assume the model

$$
\begin{equation*}
x_{i}=f\left(t_{i}\right)+\epsilon_{i} . \tag{2}
\end{equation*}
$$

Notice how the linear formulation is a special case of (2). Let us then see how we can generalize the reasoning we held above to extend the first principal component of PCA to a principal curve. First, we assume a random vector $X$ in $\mathbb{R}^{d}$ with continuous probability density $h(x)$. We further define the set $\mathcal{G}$ of differentiable curves parametrized by a real $\lambda$ in a closed interval, in $\mathbb{R}^{d}$. In addition, these curves should not intersect, form loops or be tangent to themselves.

Definition (Principal Curve [2]). An element $f$ of $\mathcal{G}$ is a principal curve if it is self-consistent for $h$ :

$$
\mathbb{E}_{h}\left[X: \lambda_{f}(X)=\lambda\right]=f(\lambda)
$$

where $\lambda_{f}(X):=\sup \left\{\lambda:\|X-f(\lambda)\|^{2}=\inf _{\tau}\|X-f(\tau)\|^{2}\right\}$.
$\lambda_{f}(X)$ should be interpreted as being the coordinate on the curve being the closest to $X$, if there are many candidates, the smallest is taken. For example, if $f$ is a a semi-circle with $X$ at its radius center, we take one of the extremities of $f$ depending on the direction taken by the parametrisation by $\lambda$. To repeat with words the above definition, each points on the principal curve is the conditional mean of all points (coming form $h$ ) that project there.

We now look at another property of principal curves. Firstly, let $d(x, f)$ denote the euclidean distance from a point $x$ to its projection $f\left(\lambda_{f}(x)\right)$,

$$
d(x, f):=\left\|x-f\left(\lambda_{f}(x)\right)\right\| .
$$

Secondly, define $D^{2}: \mathcal{G} \rightarrow \mathbb{R}$ by

$$
D^{2}(f):=\mathbb{E}_{h}\left[d(X, f)^{2}\right] .
$$

this allow us to present the following definition.
Definition (Critical Values [2]). If $f$ and $g$ belong to $\mathcal{G}$ and we form $f_{\epsilon}=f+\epsilon g$, we define $f$ to be a critical value of $D^{2}$ if and only if

$$
\left.\frac{d D^{2}\left(f_{\epsilon}\right)}{d \epsilon}\right|_{\epsilon=0}=0 .
$$

Hence critical values are minimas, maximas or saddle points in the variational sense of the distance function for functions in the class $\mathcal{G}$.

Theorem 1 (Stationarity Property [2]). The curve $f$ is a principal curve of $h$ if and only if $f$ is a critical value of the distance function in the class $\mathcal{G}$.

Now if we define by $\mathcal{L} \subseteq \mathcal{G}$ the class of straight lines, we can prove that principal components are the critical values of the distance function within the class $\mathcal{L}$. As such, this result tells us that principal curves are indeed a generalization of principal components.

Principal surfaces come as well from a generalization of the linear space spanned by the first two principal components. Its definition will closely follow the one for principal curves.

There are further results that could be discussed such as existence and bias matters. We refer the reader to [2] for further information.

### 2.3 Elastic Nets

In practice we are not given a continuous probability distribution $h$ on $\mathbb{R}^{d}$ but a dataset $D \subseteq \mathbb{R}^{d}$. One therefore assumes that $D$ is subordinate to some $h$, an unknown continuous probability distribution. Two solutions exists to estimate $h$. A first one described in [2], uses kernel smoothers to estimate the expectation seen in definition (2.2).

A second solution thoroughly explained in [3], uses a minimization procedure over a set of nodes $W_{j} \in \mathbb{R}^{d}, j \in\{1, \cdots, k\}:=N$, edges $(i, j) \in E \subseteq N \times N$ and bending ribs $(i, j, l) \in G \subseteq E \times E$. $G$ has to be a subset of pairs of edges sharing a common node. They will act as a discrete approximation for the underlying principal object. In addition, we consider this first term

$$
E_{a}:=\sum_{j=1}^{k} \sum_{s \in K_{j}}\left\|s-W_{j}\right\|^{2}
$$

with $\left\{K_{j}, j \in\{1, \cdots, k\}\right\}$ a partition of our data set $D$. Using squared euclidean distances, $E_{a}$ estimates how close are the nodes $W_{j}$ to the dataset $D$. $E_{a}$ is called approximation energy.

We define a second term

$$
E_{s}:=\lambda \sum_{(i, j) \in E}\left\|W_{i}-W_{j}\right\|^{2}
$$

called the stretching energy. This term constrains the set of nodes $K$ to be as uniformly positioned as possible with respect to the edges $E$.

And finally a third term

$$
E_{b}:=\mu \sum_{(i, j, l) \in G}\left\|W_{i}-2 W_{j}+W_{l}\right\|^{2}
$$

named the bending energy. Notice the discretized second derivative within the norm. This term will penalize (adjusted by $\mu$ ) the non-linearity of the graph structure formed by $(K, E, G)$.

An optimization procedure called principal graph strategy is presented below ([3, pp 109).

1. Make a grid from a number of unconnected nodes (sets of edges and ribs are empty at this stage). Optimize the node positions (i.e., do $K$-means clustering for large $k$ ). The number of nodes $k$ is chosen to be a certain proportion of the number of data points. In our experiments we used $\mathrm{k}=$ $5 \%$ of the total number of data points.
2. For every node of the grid in position $y^{i}$, the local first principal direction is calculated. By local we mean that the principal direction is calculated inside the cluster of data points corresponding to the node $i$. Then this node is substituted by two new nodes in positions $y^{\text {new } 1}=y^{i}+\alpha s n, y^{\text {new } 2}=$ $y^{i}-\alpha s n$, where $n$ is the unit vector in the principal direction, $s$ is the standard deviation of data points belonging to the node $i, \alpha$ is a parameter, which can be taken to be 1. An edge is generated between the two new nodes.
3. A collection of edges and ribs is generated, following this simple rule: every node is connected to the node which is closest to this node but not already connected at step 2, and every such connection generates two ribs, consisting of a new edge and one of the edges made at step 2 .
4. The node positions are optimized according to the quadratic functional

$$
U:=E_{a}+E_{s}+E_{b} .
$$

Its motivation, further optimization strategies as well as its computational cost can be found in [3].

### 2.4 General formulation

Our problem can be described as follows:
Given a compact $n$ smooth manifold $\mathcal{M}$ we want to process or find a (set of) function(s) $f: \mathcal{M} \mapsto \mathbb{R}$ satisfying either a physical interpretation or an optimization problem. Notice that for dimensionality reduction, we could be interested by a set of functions $f_{i}: \mathcal{M} \mapsto \mathbb{R}$, with $i \in\{1, \cdots, m\}$ where typically $m \ll n$.

## 3 Basics of Operator Theory

In this section, we consider a general linear operator $A: X \mapsto Y$ with $X, Y$ two suitable function spaces. Our goal will be to understand its behavior with respect to the structure of $X$ and $Y$, and ultimately come up with an educated choice of function spaces which will have the required properties for the next sections.

Among these properties we can already name the ability to develop spectral theory, which will be useful as we have seen in the applications. We will also take a look at convergence issues - we need to understand in which sense a sequence $f_{n}$ converges to $f$ in $X$ - as well as smoothness and potential approximations. We assume basic knowledge of functional analysis as seen in appendix D from Evans [8]. Furthermore,

- we use the real field for our normed vector spaces whenever it is not mentioned,
- functions are real-valued.


### 3.1 Preliminaries

Here are some motivations to investigate the spectral theory surrounding the Laplace operator.

1. A specific class of linear operators will define a basis on our functional space. A basis intuitively brings new lenses with which one can study the functional space. Using a new basis to express a specific function will tell us how this function relates to the underlying operator. The common example concerns the Laplace operator together with its frequency lens known as Fourier Analysis.
2. Following the previous item, a function that specifically provides information on its domain can then be analyzed through the above lens to give away specific information on the domain.
3. Once the basis is found, the operator can be trivially manipulated which results in easier computations. Additionally, this brings a tool to classify a specific class of linear operators by comparing them via their spectrum. This will essentially be a generalized version of saying that two matrices act in the same way yet using different basis and different points of view.

Now to understand how this specific class of operator is defined, we recall a first lemma and theorem on matrices from linear algebra, which will also make the above ideas rigorous in the finite dimensional case:

Lemma 1 ([7]). Let $A$ be an operator on a finite dimensional inner product space. Then $A$ is normal if and only if the space is spanned by an orthonormal set of eigenvectors of $A$.

If we are thus to be motivated by the three previous observations, we need to restrict our attention to normal operators. We will actually restrict ourselves even further, by only considering self-adjoint operators.

Theorem 2 (Spectral Theorem - Finite Dimensions). Let $V$ be a (n)-finite dimensional inner product space and $A$ a symmetric linear operator on $V$. Then there exists a finite sequence $\left(\lambda_{1}, e_{1}\right), \cdots,\left(\lambda_{n}, e_{n}\right) \in \mathbb{R} \times V$ such that

1. $\left\{e_{1}, \cdots, e_{n}\right\}$ are orthonormal eigenvectors for $A$ and spans the space $V$.
2. 

$$
A x=\lambda_{1} P_{1}(x)+\cdots+\lambda_{n} P_{n}(x)=\sum_{i=1}^{n} \lambda_{i}\left\langle x, e_{i}\right\rangle e_{i}
$$

for all $x \in V$ where $P_{i}$ denotes the projection along vector $e_{i}$.
The above theorem expresses the observations in a rigorous way. Next, let us extend the discussion beyond finite rank operators.

### 3.2 Compact Operators

Lemma 2 ([7]). A continuous finite rank operator between two normed vector space $(A: X \mapsto Y)$ is compact.

Proof. Let us take a bounded sequence $\left\{x_{n}\right\}_{n \geq 1} \subset X$. Since $\left(R(A),\|\cdot\|_{Y}\right)$ is a normed vector space of finite dimension (say $n$ ), it can be identified with the space $\mathbb{R}^{n}$ together with some norm $\|\cdot\|_{\mathbb{R}^{n}}$. Now since in finite dimensions all norms are equivalent, we now that a result about convergence holds for the norm $\|\cdot\|_{2}$ equivalently holds for the norm $\|\cdot\|_{\mathbb{R}^{n}}$. Now since the sequence $\left\{A\left(x_{n}\right)\right\}_{n \geq 1}$ is bounded, by continuity of $A$, it holds by a standard theorem of analysis that it has a convergent subsequence.

Theorem 3 ([7]). Let $X$ and $Y$ be normed vector space with $Y$ complete. For a sequence $\left\{T_{n}\right\}_{n \geq 1}$ of compact operators and a continuous operator $T$ such that

$$
\lim _{n \rightarrow \infty}\left\|T_{n}-T\right\|=0
$$

we have that $T$ is compact.
sketch of proof.
Recall that to show compactness of an operator $T$, it is sufficient to prove that every bounded sequence $\left\{x_{m}\right\}_{m>1} \subset X$ has a subsequence $\left\{x_{m_{n}}\right\}_{n>1}$ such that $\left\{T x_{m_{n}}\right\}_{n \geq 1}$ converges in $Y$. The bulk of the work concerns the building of this subsequence. A diagonal argument on the sequences $\left\{\left\{x_{m, n}\right\}_{n \geq 1}\right\}_{m \geq 1}$ converging respectively for all $T_{m}$, shows that there exists a Cauchy subsequence. The completeness of $Y$ is then used to conclude.

One can go further than lemma (2) to understand how compactness extends continuous finite rank operators. If $Y$ is a Hilbert space, then every compact operator is the limit of finite rank operators. In other words and using theorem (3), for $Y$ a Hilbert space, compact operators are the closure of finite rank operators in the operator norm (or equivalently in the uniform topology).

Theorem 4 (Spectral Theorem - Compact Operators [7]). Let H be a Hilbert space of infinite dimension and $A$ a compact, symmetric operator on $H$. We further assume that the kernel of $H$ is separable. Then there exists an infinite (countable) sequence $\left(\lambda_{1}, e_{1}\right), \cdots,\left(\lambda_{i}, e_{i}\right), \cdots \in \mathbb{R} \times H$ such that the following holds:

1. The sequence $\left\{e_{i}\right\}_{i \geq 1}$ is orthonormal and $H=\overline{\operatorname{span}\left\{e_{i}: i \in \mathbb{N}\right\}}$.
2. The sequence $\left\{\lambda_{i}\right\}_{i \geq 1}$ satisfies $\lim _{n \rightarrow \infty} \lambda_{n}=0$.
3. 

$$
A x=\lim _{n \rightarrow \infty} \sum_{i=1}^{n} \lambda_{i}\left\langle x, e_{i}\right\rangle e_{i}
$$

for all $x \in H$.

### 3.3 Semi-Bounded Symmetric Operators

In this subsection we present a few results that will allow us to make use of the previous spectral theorem for a more general class of operators. Indeed, we will see that by inverting semi-bounded operators on carefully chosen spaces, we can still get a sequence of eigenvectors related to them.

### 3.3.1 Dense Domains

Before dwelling into the subject, let us first talk about domains of operators. We previously considered only continuous operators which had the whole Hilbert space as domain. We next see why this can no longer be assumed. First, we need a result that links closeness with boundedness.

Theorem 5 (Closed Graph Theorem [7]). Let $X$ and $Y$ be Banach spaces and let $T: X \rightarrow Y$ be a linear operator. $T$ is bounded if and only if the graph of $T G(T)$ is closed in $X \times Y$.

Next, we link symmetry and closedness.
Proposition 1. Let $T$ be a symmetric everywhere defined operator. Then $T$ is closed.

Proof. Recall that $T$ being closed means that the associated graph $\mathcal{G}(T)$ is closed in $H \times H$. Therefore, let us take a sequence $\left(x_{n}, T x_{n}\right)$ in $\mathcal{G}(T)$ converging to $(x, y)$ and show that the limit is still in $\mathcal{G}(T)$. Using the continuity of the scalar product we write

$$
\langle T u, x\rangle=\lim _{n \rightarrow \infty}\left\langle T u, x_{n}\right\rangle=\lim _{n \rightarrow \infty}\left\langle u, T x_{n}\right\rangle=\langle u, y\rangle
$$

which holds for all $u \in H$. By symmetry, $T x=y$ which shows that $(x, y) \in$ $\mathcal{G}(T)$.

We thus need smaller domains than the whole space $H$ to make sense of unbounded symmetric operators.

Proposition 2 (Dense Domains). for a subspace $D \subseteq H$, either $D$ is dense in $H$ or there exists a non-trivial subspace $D^{\perp}$ of $H$ orthogonal to $D$.

Proof. $D$ is dense in $H$ if $\bar{D}=H$. Thus it is sufficient to prove that for any subspace $D$ of $H$, we have $D^{\perp}=\bar{D}^{\perp}$.

$$
x \in D^{\perp} \Leftrightarrow \forall y \in D,\langle x, y\rangle=0 \Leftrightarrow \forall y \in \bar{D}, \lim _{n \rightarrow \infty}\left\langle y_{n}, x\right\rangle=0 \Leftrightarrow x \in \bar{D}^{\perp}
$$

where $\left(y_{n}\right)_{n \in \mathbb{N}}$ is a sequence in $D$ converging to $y$ (it exists by density) and the continuity of the scalar product is used.

Now, the existence of a non trivial orthogonal complement to the domain contradicts the existence of a set of eigenvectors spanning the whole space $H$. Therefore following the two previous propositions, it will be assumed that not necessarily bounded symmetric operators $A$ have dense domains $D(A) \subseteq H$.

### 3.3.2 Semi-Boundedness

Semi-boundedness for a symmetric operator $A$ on a Hilbert space $H$ means that there exists a constant $C$ such that

$$
\langle A u, u\rangle \geq C\|u\|^{2}, \forall u \in D(A) .
$$

Notice that when $C>0$ and by applying Cauchy-Schwarz, we have

$$
\begin{equation*}
\|A u\| \geq C\|u\|, \forall u \in D(A) \tag{3}
\end{equation*}
$$

This gives us the existence of its inverse $A^{-1}$ by the injectivity derived from (3). Indeed, the inequality constraints the kernel of $A$ to be the null element. Further, by composing by $A^{-1}$ we have $\left\|A\left(A^{-1} v\right)\right\| \geq C\left\|A^{-1} v\right\|$ which is rewritten as

$$
\begin{equation*}
\left\|A^{-1} v\right\| \leq \frac{1}{C}\|v\|, \forall v \in D\left(A^{-1}\right):=R(A) \tag{4}
\end{equation*}
$$

the definition of boundedness.
The computations above required the semi-boundedness constant $C$ to be strictly positive. If $C$ is negative, this can be forced by adding to $A$ a constant term:

$$
\left\langle\left(A+(|C|+1) I_{d}\right) u, u\right\rangle=\langle A u, u\rangle+(|C|+1)\|u\|^{2} \geq-|C|\|u\|^{2}+(|C|+1)\|u\|^{2}=\|u\|^{2}
$$

for all $u \in D(A)$. It can be proven that this modification does not invalidate the reasoning that will follow. We assume from now on that $C$ is strictly positive.

### 3.3.3 Self-Adjoint Operators

Having a symmetric semi-bounded operator

$$
A: D(A) \subseteq H \mapsto H
$$

we would like to associate to it a sequence of eigenvectors and eigenvalues as we have seen previously for compact operators. Since compactness requires boundedness, the first little trick uses the inverse which was shown to exists and is bounded. Further, if this inverse fullfills the requirements for Theorem (4), we then have

$$
A^{-1} u=\lambda u \Leftrightarrow A\left(A^{-1} u\right)=\lambda A u \Leftrightarrow A u=\frac{1}{\lambda} u
$$

for all eigen-pairs $(u, \lambda)$ of $A^{-1}$. Therefore we can associate to $A$ a sequence of pairs $\left(u_{i}, \frac{1}{\lambda_{i}}\right)$ such that $\left\{u_{i}\right\}$ spans $H$ and $\lim _{i \rightarrow \infty} 1 / \lambda_{i} \rightarrow \infty$. Notice that writing $A$ as a linear combination of eigenvectors is delicate; $A$ being unbounded we cannot make sense of the limit in point 3 of Theorem (4). Now to apply the spectral theorem for compact operators on $A^{-1}$, the inverse has assumptions to fulfill.

Everywhere defined. As previously said, the domain cannot allow for a nontrivial complement. The domain has thus to be at least dense. In fact it also needs to be complete since the proof of the theorem uses the completeness of $H$. Yet a complete subspace of a metric space is closed hence the everywhere defined requirement. This point will be the object of much of the work in this subsection.

Symmetry. The symmetry follows easily by composing with the operator $A$.
Compactness. As shown before, we already have the boundedness which implies the continuity for our inverse. It would then be sufficient to show that the image of our inverse is compactly contained in $H$. Indeed, the composition of a continuous and compact operator is compact. Within this section we will not prove the existence of such a compact embedding of spaces. This will be done in the particular case of the Laplace operator. We will however hint at such a space deriving the necessary continuous embedding property.

Let us take a look at the first requirement. We write the inverse of $A$ as

$$
A^{-1}: R(A) \subseteq H \mapsto D(A) \subseteq H
$$

The goal is to make sure that $R(A)$ is closed to have the everywhere defined assumption. A nice tool will help us in that matter.

Definition (Adjoint). The Adjoint $T^{\star}$ of an operator $T$ has the following domain

$$
\varphi \in D\left(T^{\star}\right) \Leftrightarrow \exists \eta \in H \text { s.t. }\langle T \psi, \varphi\rangle=\langle\psi, \eta\rangle \forall \psi \in D(T)
$$

and is defined with

$$
T^{\star} \varphi=\eta \Leftrightarrow\langle T \psi, \varphi\rangle=\langle\psi, \eta\rangle \forall \psi \in D(T) .
$$

We make a few observations:

- The Riesz theorem and the fact that $D(T)$ is dense ensures that the adjoint is well-defined, namely the unicity of $\eta$.
- For a symmetric operator $T$, its adjoint coincides with $T$ on $D(T)$. Further, $D(T) \subseteq D\left(T^{\star}\right)$ and $R(T) \subseteq R\left(T^{\star}\right)$.
- For a symmetric operator $T$, if $D(T)=D\left(T^{*}\right)$ then $T$ is called self-adjoint.

To further understand self-adjointness, let us look at their graphs.

Proposition 3 (Characterization of Self-Adjointness [4]). For a symmetric operator $T$, its graph is related to its adjoint as follows:

$$
\mathcal{G}\left(T^{\star}\right)=V(\mathcal{G}(T))^{\perp}
$$

with $V(x, y)=(y,-x)$ for all pairs $(x, y) \in H \times H$.
Proof. We first rewrite the self adjointness property:

$$
\begin{equation*}
(x, y) \in \mathcal{G}\left(T^{\star}\right) \Leftrightarrow x \in D\left(T^{\star}\right), y=T^{\star} x \Leftrightarrow \forall u \in D(T),\langle T u, x\rangle=\langle u, y\rangle . \tag{5}
\end{equation*}
$$

Next, for any pair $(x, y)$ in the orthogonal complement of $V(\mathcal{G}(T))$ we have

$$
0=\langle(x, y),(T u,-u)\rangle_{H \times H}:=\langle x, T u\rangle+\langle y,-u\rangle=\langle T u, x\rangle-\langle u, y\rangle
$$

for all $u \in D(T)$. This completes the proof.
Notice that the operator $V$ acting on the "plan" $H \times H$ shifts the graph by an orthogonal angle to the right. Thus the right hand side can be thought of as taking the complements twice to get back on our feet. Using the proof of proposition (2) and the continuity of $V$, we may additionally write

$$
\begin{equation*}
\mathcal{G}\left(T^{\star}\right)=V(\mathcal{G}(T))^{\perp}=\overline{V(\mathcal{G}(T))}{ }^{\perp}=V(\overline{\mathcal{G}(T)})^{\perp} . \tag{6}
\end{equation*}
$$

This should help understand from a different perspective, how the self-adjoint extension completes a plain symmetric operator.

Notice how the above proposition characterizes self-adjointness, as the graph of an operator is uniquely determined. We next continue with our understanding of this property, namely how it behaves under the inverse operation.
Proposition 4 (Inverse of a self-adjoint operator). Let $T$ be an invertible symmetric operator on $H$ with domain $D(T) \subseteq H$. Then $T$ is self-adjoint if and only if $T^{-1}$ is self-adjoint as well.

Proof. We will work using the previous graph approach, that is, we want to show the following equivalence

$$
\mathcal{G}(T)=V(\mathcal{G}(T))^{\perp} \Leftrightarrow \mathcal{G}\left(T^{-1}\right)=V\left(\mathcal{G}\left(T^{-1}\right)\right)^{\perp}
$$

Let us assume the left hand side holds true. Then

$$
(y, x) \in \mathcal{G}(T) \Leftrightarrow(y, x) \in V(\mathcal{G}(T))^{\perp} \Leftrightarrow \forall u \in D(T),\langle T u, y\rangle=\langle u, x\rangle .
$$

But by injectivity of $T$ (it is invertible), that is equivalent to saying that

$$
\forall v \in R(T)=D\left(T^{-1}\right),\langle v, y\rangle=\left\langle T^{-1} v, x\right\rangle \Leftrightarrow(x, y) \in V\left(\mathcal{G}\left(T^{-1}\right)\right)^{\perp} .
$$

Finally, $(y, x) \in \mathcal{G}(T)$ is equivalent to $(x, y) \in \mathcal{G}\left(T^{-1}\right)$. Since we derived equivalences, the proof is complete.

Now something very important to realize is that we mentioned earlier that being everywhere defined was a requirement for our inverse operator. But being everywhere defined and symmetric implies being self-adjoint, since the domain cannot be further extended. In other words, a self-adjoint extension of $A$ is necessary.

### 3.3.4 The space $V$

In this section, we prove the following theorem.
Theorem 6 (Friedrich Extension). A positive, densely defined symmetric operator $(D(A), A)$, admits a self-adjoint extension.

To motivate how the proof will go and why the Friedrich extension is suitable, we write this first result.

Proposition 5. For a self-adjoint operator $(D(T), T)$ on $H$, its kernel is the orthogonal complement of its image i.e. $\operatorname{Ker}(T)=R(T)^{\perp}$.

Proof. We first show $\operatorname{Ker}(T) \subseteq R(T)$.

$$
x \in \operatorname{Ker}(T) \Rightarrow\langle T x, u\rangle=0 \forall u \in D(T) \Rightarrow\langle x, T u\rangle=0 \forall u \in D(T) \Rightarrow x \in R(T)^{\perp}
$$

where we have used the density of $D(T)$ in $H$. Next, we show $R(T)^{\perp} \subseteq \operatorname{Ker}(T)$.

$$
y \in R(T)^{\perp} \Rightarrow\langle y, A x\rangle \forall x \in D(T) \Rightarrow x \mapsto\langle y, A x\rangle \text { is bounded on } \mathrm{D}(\mathrm{~T}) .
$$

Further, this implies by self-adjointness that

$$
y \in D\left(T^{\star}\right)=D(T)
$$

and $T^{\star} y=T y=0$.
Therefore, we want our self-adjoint extension to be injective, as we want its image to be $H$. In particular, we would like the positivity to remain. We reformulate it here for our operator $A$ :

$$
\langle x, A x\rangle \geq C\|x\|^{2} \forall x \in D(A) .
$$

The first idea is thus to study the space $V$ defined as

$$
V:=\left\{x \in H: \exists\left(x_{n}\right) \subseteq D(A),\left\|x_{n}-x\right\|_{H} \rightarrow 0,\left(x_{n}\right) \text { is cauchy for }\|\cdot\|_{A}\right\}
$$

with

$$
\|\cdot\|_{V}:=\|\cdot\|_{A}:=\sqrt{\langle\cdot, A \cdot\rangle}
$$

That is, we want to close $D(A)$ with respect to this new norm. To show that $\|\cdot\|_{A}$ will indeed be a norm for $V$, we need to verify that the limit points $x$ do not depend on the (Cauchy) sequence $x_{n}$.

Proposition 6 ([4]). The norm $\|\cdot\|_{A}$ is well defined on $V$.
Proof. It is easy to verify symmetry, bilinearity and positive definiteness for the constructed new inner product $\langle\cdot, \cdot\rangle_{A}$. It follows that the norm is well defined on $D(A)$. To show that the extension to these particular limit points are uniquely defined we proceed as follows.

Let $\left(x_{n}\right),\left(y_{n}\right)$ be two Cauchy sequences in $D(A)$ with respect to $\|\cdot\| \|_{A}$, converging to $x, y \in H$ respectively. We get that $z_{n}:=x_{n}-y_{n}$ converges to 0 in $H$ and is Cauchy in $A$. We want to prove that $\left(z_{n}\right)$ is also converging to 0 with respect to $\|\cdot\|_{A}$, this will prove that points of $V$ do not depend on the Cauchy sequence and are thus well-defined.

First, note that $\left\|x_{n}\right\|_{A}$ is a cauchy sequence in $\mathbb{R}_{+}$therefore convergent in $\overline{\mathbb{R}}$.
Ab absurdo, let us assume that $\left\|x_{n}\right\|_{A} \rightarrow \alpha>0$.
We observe that

$$
\left\langle x_{n}, x_{m}\right\rangle_{A}-\left\langle x_{n}, x_{n}\right\rangle_{A}=\left\langle x_{n}, x_{m}-x_{n}\right\rangle_{A} \leq\left\|x_{n}\right\|_{A}\left\|x_{n}-x_{m}\right\|_{A}
$$

$\forall n, m \in \mathbb{N}$, by bilinearity and Cauchy-Schwarz inequality. Since $\left(x_{n}\right)$ is Cauchy and converges to $\alpha$ with respect to $\|\cdot\|_{A}$, we have

$$
\forall \epsilon>0, \exists N \in \mathbb{N} \text { s.t. } \forall n, m \geq N,\left|\left\langle x_{n}, x_{m}\right\rangle_{A}-\alpha^{2}\right| \leq \epsilon
$$

By taking $\epsilon=\alpha^{2} / 2$, we get

$$
\left|\left\langle x_{n}, x_{m}\right\rangle_{A}=\left|\left\langle A x_{n}, x_{m}\right\rangle\right| \geq \frac{\alpha^{2}}{2}, \forall n \geq N, \forall m \geq N\right.
$$

Since $x_{m} \rightarrow 0$ in $H,\left|\left\langle A x_{n}, x_{m}\right\rangle\right|$ goes to zero as $m \rightarrow \infty$ leading to a contradiction.

Hence the space $V$ is well defined. Further, by the Cauchy inequality we also get a natural scalar product on $V$ by

$$
\langle u, v\rangle_{V}:=\lim _{n \rightarrow \infty}\left\langle u_{n}, v_{n}\right\rangle
$$

for $\left(u_{n}\right),\left(v_{n}\right) \subseteq D(A)$ Cauchy sequences for $\|\cdot\|_{V}$ tending to $u$ and $v$ respectively.
We further notice that

$$
\|u\|_{V} \geq C\|u\|_{H} \forall u \in V
$$

as a consequence of the positivity of $A$. We now have all ingredients to define $A^{\star}$, our self-adjoint operator. We first define $D(\hat{A})$ by

$$
D(\hat{A})=\left\{v \in V: u \mapsto\langle v, u\rangle_{V} \text { is continuous w.r.t. }\|\cdot\|_{H} \text {, on } V\right\} .
$$

For $v \in D(\hat{A})$, we define $\hat{A} v$ as the unique $w \in H$ such that

$$
\langle w, u\rangle_{V}=\langle v, u\rangle_{H} \forall u \in V
$$

We indeed have unicity and existence using the Riesz Theorem as well as the density of $V \subseteq H$ (remember that $D(A)$ is contained in $V$ ). Let us bound from below this new operator:

$$
C\|u\|_{H}^{2} \leq\|u\|_{V}^{2}=\left|\langle u, u\rangle_{V}\right|=\left|\langle\hat{A} u, u\rangle_{H}\right| \leq\|\hat{A} u\|_{H}\|u\|_{H} .
$$

We therefore have injectivity. Let us now take $h \in H$. We have that $u \mapsto$ $\langle u, h\rangle_{H} \forall u \in V$ is a bounded linear map on $V$. Therefore by Riesz representation theorem, there exists a $v \in V$ such that $\langle u, h\rangle_{H}=\langle u, v\rangle_{V} \forall u \in V$. Thus $v \in D(\hat{A})$ and $\hat{A} v=h$. Bijectivity from $D(\hat{A})$ onto $H$ follows. Finally, since the operator is bounded from below, its inverse $\hat{A}^{-1}$ is bounded (from above).

We also have symmetry from the scalar product on $V$. Its inverse being everywhere defined, it is self-adjoint.

### 3.3.5 Summary

As a summary of our previous findings, we have seen that the concept of SelfAdjointness is central in order to use the spectral theorem for compact operators. It should be noted that there is in fact a spectral theorem for self-adjoint operators which unfortunately is beyond the scope of this work.

It should also be noted that the previous construction relies heavily on the scalar product. In other words, the choice of scalar product will greatly influence properties of operators. On a side note, the Riesz theorem was central to make sense of points that were necessary to have a well-behaved operator. We rewrite the self-adjoint bijective (on its domain) operator here:

$$
\hat{A}: D(\hat{A}) \subseteq V \subseteq H \rightarrow H
$$

Finally, there is still a missing piece, namely the compactness embedding. We will show later on that the built space $V$ is indeed compactly embedded in our setting.

### 3.4 Hilbert Spaces of Functions

We recall that Hilbert spaces are complete normed vector spaces where the norm comes from a scalar product. Now elements from finite or countably infinite dimensional vector space can usually be written as a sequence of (real) numbers $\left(a_{i}\right)_{i \in \mathbb{N}}$ with respect to some basis. The standard scalar product for these spaces is
then $\langle a, b\rangle:=\sum_{i \in \mathbb{N}} a_{i} b_{i}$ whenever it converges and is finite. This natural operation is motivated by its use in geometry and thus physics.

When we consider a space of functions, a basis of functions is not straightforward and writing sums as above is no longer possible. To extend this sum idea in our continuous case, we may use the Lebesgue integral.

Lemma 3 (Delta functions). Using delta sequences, the Lebesgue integral extends the dot product.

Proof. For a countable set $S \subset \mathbb{R}$, and continuous functions $f, g \in L^{2}(\mathbb{R})$, we compute the following limit:

$$
I=\lim _{n \rightarrow \infty} \int_{-\infty}^{\infty} \sum_{s \in S} \delta_{n}(x-s) f(x) g(x) d x
$$

with

$$
\delta_{n}(x)= \begin{cases}n & \text { if }-\frac{1}{2 n}<x<\frac{1}{2 n} \\ 0 & \text { otherwise }\end{cases}
$$

which is called a delta sequence. Notice how this sequence concentrates the measure around 0 . As we will see by computing the limit, this will artificially give a strictly positive measure to the atom $\{0\}$ which should not be the case in the Lebesgue measure framework. We shall additionally assume that the sum over the set $S$ is sufficiently well behaved namely that $\sum_{s \in S} f(s) g(s)$ absolutely converges and is finite.

We first change the order of integration and sum. Notice that it can be justified using the dominated convergence theorem (DCT). Indeed, $\left|\sum \delta \cdot f \cdot g\right| \leq|n f \cdot g|$ and $\int|n f g|<\infty$ by square integrability of $f$ and $g$. Therefore,

$$
I=\lim _{n \rightarrow \infty} \sum_{s \in S} \int_{-\infty}^{\infty} \delta_{n}(x-s) f(x) g(x) d x .
$$

Next, we change the order of limit over $n$ with the sum. This can again be dealt with the DCT only this time we use the counting measure to express the sum as an integral. The hypothesis of the DCT holds since

$$
\left|\int \delta_{n} \cdot f \cdot g\right| \leq \int_{s-1 / 2 n}^{s+1 / 2 n} n|f \cdot g| \leq C n\left(s+\frac{1}{2 n}-s+\frac{1}{2 n}\right)=C
$$

where C is the maximum of $f \cdot g$ over $[s-1 / 2 n, s+1 / 2 n]$. Finally we compute the limit of the integral. Notice that by completing the square we can write

$$
\int_{-\infty}^{\infty} \delta_{n}(x-s) f(x) g(x) d x=\int_{s-1 / 2 n}^{s+1 / 2 n} n(f(x) g(x)-f(s) g(s)) d x+f(s) g(s) .
$$

Now, let $\epsilon>0$. Then by continuity of $f \cdot g$, there exist $N \in \mathbb{N}$ such that

$$
\int_{s-1 / 2 n}^{s+1 / 2 n} n(f(x) g(x)-f(s) g(s)) d x \leq \int_{s-1 / 2 n}^{s+1 / 2 n} n \epsilon d x=\epsilon
$$

for all $n \geq N$. We thus finally have

$$
I=\sum_{s \in S} f(s) g(s) .
$$

Notice that in the above lemma we restricted our attention to a subset of $L^{2}(\mathbb{R})$, the continuous square integrable functions. This says something about the conditions for which one can jump from a discrete to a continuous setting. Let us present an additional lemma to further motivate our use of the space $L^{2}$.

Lemma 4. $L^{2}$ is the unique Hilbert space among $L^{p}$ spaces.
Proof. First, recall that for a Lesbegue measurable set $X, L^{p}(X)$ is defined as the set of all measurable functions $f$ on $X$ for which

$$
\int|f|^{p} d_{X}
$$

is finite. The above quantity can be shown to be well defined as a norm on the $L^{p}(X)$ space. We then have a norm on a vector space of functions, it is indeed easy to check using Minkowski inequality that linear operations are closed within $L^{p}(X)$. It can additionally be shown that it is in fact a Banach space, the proof uses measure theory and can be found in any Analysis text book.

Extending the norm to a scalar product, could naively be achieved as follow:

$$
\begin{equation*}
\langle f, g\rangle_{p}:=\int|f|^{p / 2}|g|^{p / 2} d_{X} \tag{7}
\end{equation*}
$$

This is indeed the only possible configuration which has the required symmetry property while being a generalization of the above well defined norm.

However, to satisfy the bilinearity property, it should be straightforward that only the choice $p=2$ is a potential candidate. Finally, we need to take care of the absolute values in equation (7). Notice that when $p=2$, we do not need them (we actually need to discard them to have bilinearity) as $|f|^{2}=f^{2}$.

## 4 The Laplace Operator on $L^{2}(M)$

We have spent some time to motivate the space $L^{2}(M)$ above which will be our playground for the Laplace operator. Within this section, our task will be to apply what we have seen on operator theory to $H$ being $L^{2}(M)$ and $A$ being the Laplace operator.

First, a few notes on the space $L^{2}(M)$. From the appendix, we have seen how one can integrate smooth functions on a Riemannian manifold. To extend integration to a bigger class of functions, one completes the class of compactly contained smooth functions $\left(C_{c}^{\infty}(M)\right)$ using the induced norm from our Hilbert space

$$
\|f\|_{L^{2}(M)}:=\int_{M} f^{2} \mathrm{dvol}_{g}
$$

This is motivated by the fact that $C_{c}^{\infty}\left(\mathbb{R}^{k}\right)$ is indeed densely contained in $L^{2}\left(\mathbb{R}^{k}\right)$.

### 4.1 Laplace Operator on a Manifold

Definition (Laplace Operator in $\left.\mathbb{R}^{k}\right)$. The Laplace Operator on $f \in C^{\infty}\left(\mathbb{R}^{k}\right)$ is defined as

$$
\Delta f:=-\operatorname{div}(\nabla f)=-\sum_{i=1}^{k} \frac{\partial^{2}}{\partial x^{2}} f
$$

To extend it to our compact Riemannian Manifold $(M, g)$, we will therefore have to translate the divergence ( div : $C^{\infty}(T M) \rightarrow C^{\infty}(M)$ ) and the gradient $\left(C^{\infty}(M) \rightarrow C^{\infty}(T M)\right)$ operator. We follow the construction given in [6].

First, we denote by $\alpha$ the bundle isomorphism $\alpha: T M \rightarrow T^{\star} M$. Namely, on each fiber $x \in M$ we have $\alpha(v)=v^{\star}, \forall v \in T_{x} M$ such that $v^{\star}(w):=\langle v, w\rangle_{g, x}$. We then define $\nabla: C^{\infty}(M) \rightarrow C^{\infty}(T M)$ to be the composition

$$
C^{\infty}(M) \xrightarrow{d} C^{\infty}\left(T^{\star} M\right) \xrightarrow{\alpha_{g}^{-1}} C^{\infty}(T M)
$$

For the divergence, we may be tempted to define the divergence operator as the adjoint of $\nabla$ with respect to the inner product:

$$
\begin{equation*}
\langle-\operatorname{div} X, f\rangle=\langle X, \nabla f\rangle, \tag{8}
\end{equation*}
$$

since

$$
-\int_{\mathbb{R}^{k}} \partial_{i} X^{i} \cdot f=\int_{\mathbb{R}^{k}} \partial_{i} f \cdot x^{i}
$$

for $f \in C_{c}^{\infty}\left(\mathbb{R}^{k}\right)$ and $X=X^{i} \partial_{i}$ on $\mathbb{R}^{k}$. Notice that it is important that the functions considered be compactly contained. This is what allows the clean integration by parts above. The right hand side of equation (8) is to be understood as the (global) inner product on $T M$ for the two vector fields $X$ and $\nabla f$, i.e. $\int_{M} g(X, \nabla f)$ dvol $_{g}$.

Proposition 7 ([6]). If the div operator indeed exists as the adjoint of the operator $\nabla$, then it should be expressed as

$$
\operatorname{div} X=\frac{1}{\sqrt{\operatorname{detg}}} \partial_{i}\left(X^{i} \sqrt{\operatorname{det} g}\right)
$$

using local coordinates.
Its representation in local coordinates is well defined. So if it is independent of the coordinate system, then div as being the adjoint of $\nabla$ will be well defined.

Proposition 8 ([6]). Given two sets of coordinates $\left(x^{1}, \cdots, x^{n}\right)$ and $\left(y^{1}, \cdots, y^{n}\right)$ on an open set $U$ of $M$, we have

$$
\frac{1}{\sqrt{\operatorname{det} g}} \partial_{i}\left(X^{i} \sqrt{\operatorname{det} g}\right)=\frac{1}{\sqrt{\operatorname{det} g}} \partial_{j}\left(Y^{j} \sqrt{\operatorname{det} g}\right)
$$

with $X=X^{i} \partial_{x^{i}}$ and $Y=Y^{j} \partial_{y^{j}}$.
We now have a well defined Laplace operator on our manifold $(M, g)$. We derive the two following properties:

Symmetry. By the adjoint property of the div operator we have $\langle\Delta f, g\rangle=$ $\langle-\operatorname{div}(\nabla f), g\rangle=\langle\nabla f, \nabla g\rangle=\langle f, \Delta g\rangle$ for all $f, g \in C_{c}^{\infty}(M)$.

Positivity. It comes easily from the symmetry: $\langle\Delta f, f\rangle=\langle\nabla f, \nabla f\rangle \geq 0$ for all $f \in C_{c}^{\infty}(M)$.

Thus, we may now say that

$$
\Delta: C_{c}^{\infty}(M) \subseteq L^{2}(M) \rightarrow L^{2}(M)
$$

has the required properties to use the theory from the previous section. In particular, the space $V$ will be the completion of $C_{c}^{\infty}(M)$ with respect to the norm

$$
\|f\|_{V}^{2}=\langle\Delta f, f\rangle=\langle\nabla f, \nabla f\rangle=\|\nabla f\|_{L^{2}(M)}^{2} .
$$

Notice that the norm that defines $V$ controls the behavior of the function's growth which should intuitively feel stronger for functions defined on a bounded set.

### 4.2 Sobolev spaces

Let us first work in $\Omega \subseteq \mathbb{R}^{k}$ a bounded and open set. For $s \in\{0,1,2, \cdots\}$ we denote by $H^{s}(\Omega)$ the completion of $C_{c}^{\infty}(\Omega)$ with respect to the norm

$$
\begin{equation*}
\left.\|f\|_{s}:=\left(\sum_{|\alpha| \leq s}\left\|D^{\alpha} f\right\|_{2}^{2}\right)^{\frac{1}{2}}\right) \tag{9}
\end{equation*}
$$

with $\alpha=\left(\alpha_{1}, \cdots, \alpha_{k}\right), \alpha_{j} \in \mathbb{Z}$ a multi-index, such that $|\alpha|:=\sum_{j} \alpha_{j}$ and

$$
D^{\alpha}:=(-i)^{|\alpha|} \frac{\partial^{\alpha_{1}+\cdots+\alpha_{k}}}{\partial_{x_{1}}^{\alpha_{1}} \cdots \partial_{x_{n}}^{\alpha_{k}}} .
$$

Notice that with this new notation, $L^{2}(\Omega)$ can be written as $H^{0}(\Omega)$. To avoid confusion with the norms, we will denote the $L^{2}$ norm by $\|\cdot\|_{L^{2}}$. Further we have included an optional imaginary factor which should only be present when considering complex valued functions (such as in Fourier analysis).

The following results will rely heavily on the Fourier transform. It indeed allows us to work in an alternative space with much more ease. It is however not necessary and we refer the reader to [8] for the following results without using the Fourier transform. We assume results about Fourier analysis to be known, and recall that for $u \in L^{2}(\Omega)$ we have

$$
\hat{u}(\xi)=\frac{1}{(2 \pi)^{k}} \int_{\mathbb{R}^{k}} e^{-i x \xi} u(x) d x
$$

Lemma 5 (Equivalence of Norms [6]). For $f \in C_{c}^{\infty}(\Omega)$, we have

$$
\|f\|_{s} \approx\left(\int_{\mathbb{R}^{k}}|\hat{f}(\xi)|^{2}\left(1+|\xi|^{2}\right)^{s} d \xi\right)^{\frac{1}{2}}
$$

The approximation symbol between two norms $\|\cdot\|_{V}$ and $\|\cdot\|_{W}$ means that there exists $C_{1}, C_{2}$ such that $C_{1}\|\cdot\|_{V} \leq\|\cdot\|_{W} \leq C_{2}\|\cdot\|_{V}$.
sketch of proof.
The first step is to develop $\left(\|\cdot\|_{s}\right)^{2}$ and using the isometry property of the Fourier transform. The second step uses the following fact:

$$
C_{1}\left(1+|\xi|^{2}\right)^{s} \leq\left(\int_{|\alpha| \leq s}|\xi|^{\alpha}\right)^{2} \leq C_{2}\left(1+|\xi|^{2}\right)^{s}
$$

for some $C_{1}, C_{2} \in \mathbb{R}_{+}$.
Lemma 6 (Continuous embedding of Sobolev spaces [6]). For $s>t \in \mathbb{N}$, we have

$$
H^{s} \hookrightarrow H^{t}
$$

or in other terms, $C\|\cdot\|^{s} \geq\|\cdot\|^{t}$ for a positive constant $C$.

Proof. Using equation (9), one observes that positive terms are being added as $s$ grows. Hence we have

$$
\|f\|_{t} \leq\|f\|_{s}, \forall f \in H^{s} .
$$

This implies the continuous embedding.
Theorem 7 (Poisson equation). For $\mu>0$ and $f \in L^{2}(\Omega)$, there exists a unique $u \in H^{2}(\Omega)$ such that

$$
\begin{equation*}
\Delta_{\mu} u=f \tag{10}
\end{equation*}
$$

where $\Delta_{\mu}:=\Delta+\mu I_{d}$. Furthermore, there exist positive constants $C_{1}, C_{2}$ such that

$$
C_{1}\|f\|_{L^{2}} \leq\|u\|_{2} \leq C_{2}\|f\|_{L^{2}} .
$$

Proof. We recall here that the extended operator

$$
\hat{\Delta}_{\mu}: D\left(\hat{\Delta}_{\mu}\right) \subseteq V \subseteq L^{2}(\Omega) \rightarrow L^{2}(\Omega)
$$

is bijective onto $L^{2}(\Omega)$. Hence, since $f \in L^{2}(\Omega)$, the solution exists (surjectivity) and is unique (injectivity) and belongs to $V$. This solution is called weak, because we do not know yet if equation (10) holds true almost everywhere (a.e.). Indeed, we have only found a solution for our extended operator.

Our next goal is thus to improve the regularity of our solution $u$. Let us bound the $H^{2}$ norm of $u$.

$$
\begin{align*}
\|u\|_{2} \approx\left(\left\|\xi^{2} \hat{u}\right\|_{L^{2}}^{2}+\|\hat{u}\|_{L^{2}}^{2}\right) & =\left\|\frac{\partial^{2}}{\partial x_{j}^{2}} u\right\|_{L^{2}}^{2}+\|u\|_{L^{2}}^{2} \\
& \leq C_{\mu}\left(\left\|\sum_{i=1}^{k} \frac{\partial^{2}}{\partial x_{i}^{2}} u\right\|_{L^{2}}^{2}+\|\mu u\|_{L^{2}}^{2}\right)  \tag{11}\\
& =C_{\mu}\left\|\left(\Delta+\mu I_{d}\right) u\right\|_{L^{2}}^{2} \\
& =C_{\mu}\|f\|_{L^{2}} .
\end{align*}
$$

Thus, $u \in H^{2}(\Omega)$.
Finally, to show the last inequality, we take a second look at the inequation (11). Let us name the largest contributor over the $k$ second derivatives by $j \in\{1, \cdots, k\}$. we then have that

$$
C_{\mu}\left(\left\|\sum_{i=1}^{k} \frac{\partial^{2}}{\partial x_{i}^{2}} u\right\|_{L^{2}}^{2}+\|\mu u\|_{L^{2}}^{2}\right) \leq \hat{C} k\left(\left\|\frac{\partial^{2}}{\partial x_{j}^{2}} u\right\|_{L^{2}}^{2}+\|u\|_{L^{2}}^{2}\right)
$$

for some $\hat{C} \in \mathbb{R}_{+}$. This proves that we have $\|u\|_{2} \approx\|f\|_{L^{2}}$.
Theorem 8 (Rellich-Kondarachov Compactness Theorem [6]). If $s>t \in \mathbb{N}$, then the inclusion $H^{s}(\Omega) \rightarrow H^{t}(\Omega)$ is compact.

Proof. Let us take a sequence $\left(f_{n}\right) \subseteq H^{s}$ such that $\left\|f_{n}\right\|_{s} \leq 1$ for all $n \in \mathbb{N}$. To prove the compactness embedding, we want to exhibit a subsequence that is Cauchy within the space $H^{t}$ (i.e. with respect to the norm $\|\cdot\|_{t}$ ). Notice that for a fixed $r>0$

$$
\begin{aligned}
\left\|f_{n}-f_{m}\right\|_{t}^{2} \approx & \int_{\mathbb{R}^{k}}\left|\hat{f}_{n}(\xi)-\hat{f}_{m}(\xi)\right|^{2}\left(1+|\xi|^{2}\right)^{t} d \xi \\
= & \int_{|\xi| \leq r}\left|\hat{f}_{n}(\xi)-\hat{f}_{m}(\xi)\right|^{2}\left(1+|\xi|^{2}\right)^{t} d \xi \\
& +\int_{|\xi|>r}\left|\hat{f}_{n}(\xi)-\hat{f}_{m}(\xi)\right|^{2}\left(1+|\xi|^{2}\right)^{t} d \xi
\end{aligned}
$$

We may now use the fact that $s>t$ and $|\xi|>r$ in the second term to write

$$
\begin{aligned}
\int_{|\xi|>r}\left|\hat{f}_{n}(\xi)-\hat{f}_{m}(\xi)\right|^{2}\left(1+|\xi|^{2}\right)^{t} d \xi & \leq \frac{1}{\left(1+r^{2}\right)^{s-t}} \int_{|\xi|>r}\left|\hat{f}_{n}(\xi)-\hat{f}_{m}(\xi)\right|^{2}\left(1+|\xi|^{2}\right)^{s} d \xi \\
& \leq \frac{1}{\left(1+r^{2}\right)^{s-t}}\left\|f_{n}-f_{m}\right\|_{s}^{2} \\
& \leq \frac{4}{\left(1+r^{2}\right)^{s-t}} .
\end{aligned}
$$

We can then send it to zero using $r$.
Now notice that if we have uniform convergence for $\left(\hat{f}_{n}\right)$ on compact sets (such as on $\left\{\xi \in \mathbb{R}^{k}:|\xi| \leq r\right\}$ ), the second term can also be bounded. Then, for every $\epsilon>0$, we can choose $r>0$ to have the first term bounded by $\epsilon / 2$ and then $n, m>N \in \mathbb{N}$ to bound the second term by another $\epsilon / 2$.

To show uniform convergence, the Arzela-Ascoli theorem comes handy as it will give existence of such a subsequence under some assumptions. To verify these assumptions, it is sufficient to bound $\left|\frac{\partial}{\partial \xi_{i}} \hat{f}_{n}\right|$ for $i \in\{1, \cdots, k\}$ to get equicontinuity, and to bound $\left|\hat{f}_{n}\right|$ to get uniform boundedness (which are easy to derive). Those bounds can depend continuously on $\xi$, since it will be enough to bound the expressions on the compact sets $\left\{\xi \in \mathbb{R}^{k}:|\xi| \leq r\right\}$.

### 4.3 From $\Omega$ to $M$

We have worked with an open bounded set in the previous section to understand Sobolev spaces. We now transfer these spaces as well as their results to $M$ a compact riemannian connected $k$-manifold. We additionally assume that $M$ has no boundary.

Again, we follow [6] with respect to the notation and definitions.
Definition (Sobolev Spaces on Manifolds [6]). Let us take $\left\{\left(\varphi_{i}, U_{i}\right)\right\}_{i \in I}$ a locally finite coordinate cover of $M$ such that $\varphi_{i}: U_{i} \subseteq \mathbb{R}^{k} \rightarrow M$ with $\overline{U_{i}}$ compact for all
$i \in I$. We additionally take $\left\{\rho_{i}\right\}_{i \in I}$ a partition of unity subordinate to $U_{i}$. We set $H^{s}(M)$ to be the completion of $C_{c}^{\infty}(M)$ with respect to

$$
\|f\|_{s}:=\left(\sum_{i \in I}\left\|\left(\rho_{i} f\right) \circ \varphi_{i}\right\|_{s}^{2}\right)^{1 / 2}
$$

Notice that $\left(\left(\rho_{i} f\right) \circ \varphi_{i}\right)$ is indeed a smooth function with compact support. To show that the space $H^{s}(M)$ does not depend on the coordinate system, it is sufficient to show that two norms using different coordinate systems are equivalents. Thus, let us consider two triplets $\left\{\left(U_{i}, \varphi_{i}, \rho_{i}\right)\right\}_{i \in I},\left\{\left(V_{j}, \psi_{j}, \mu_{j}\right)\right\}_{j \in J}$ respectively with the open locally finite cover, associated (inverted) chart and the subordinated partition of unity.

The first thing to note is that a locally finite cover on a compact manifold implies that the cover has a finite number of elements. In other words $|I|,|J|<\infty$.

The second thing to note is that derivatives and partitions of unity commute. Indeed, for a multi index $\alpha$ such that $|\alpha|=1$, we have

$$
\frac{\partial}{\partial x^{\alpha}}\left(\sum_{i} \rho_{i} f\right)=\frac{\partial}{\partial x^{\alpha}} f=\sum_{i} \rho_{i}\left(\frac{\partial}{\partial x^{\alpha}} f\right)
$$

for $f$ having a compact domain and $\left\{\rho_{i}\right\}$ a smooth partition of unity subordinated to some open cover of this compact domain.

For a fixed $i \in I$ we define

$$
W_{j}:=\psi_{j}\left(V_{j}\right) \cap \varphi_{i}\left(U_{i}\right) \subseteq M
$$

for all those $j \in J$ such that $W_{j} \neq \emptyset$ (a set $\left.S_{i} \subseteq J\right)$. Notice that $\varphi_{i}\left(U_{i}\right) \subseteq \bigcup_{j \in S_{i}} W_{j}$ since $\left\{\psi_{j}\left(V_{j}\right)\right\}_{j \in J}$ is an open cover of $M$.

Next, we define the diffeomorphism

$$
\begin{aligned}
\tau_{j}: \psi_{j}^{-1}\left(W_{j}\right) & \rightarrow \varphi_{i}^{-1}\left(W_{j}\right) \\
x & \mapsto\left(\varphi_{i}^{-1} \circ \psi_{j}\right)(x) .
\end{aligned}
$$

We then have

$$
\left\|\left(\rho_{i} f\right) \circ \varphi_{i}\right\|_{s}^{2}=\sum_{j \in S_{i}}\left\|\left(\rho_{i} \mu_{j} f\right) \circ \varphi_{i}\right\|_{s}^{2}=\sum_{j \in S_{i}}\left\|\left(\rho_{i} \mu_{j} f\right) \circ \psi_{j} \operatorname{det}\left(\tau_{j}\right)\right\|_{s}^{2}
$$

where we have multiplied by the second partition of unity $\left\{\mu_{j}\right\}_{j \in J}$. Further, since $J, \operatorname{det}\left(\tau_{j}\right)<\infty$ there exists $C_{i}>0$ and $j \in J$ such that

$$
\sum_{j \in S_{i}}\left\|\left(\rho_{i} \mu_{j} f\right) \circ \psi_{j} \operatorname{det}\left(\tau_{j}\right)\right\|_{s}^{2} \leq C_{i}\left\|\left(\rho_{i} \mu_{j} f\right) \circ \psi_{j}\right\|_{s}^{2} \leq C_{i}\left\|\left(\mu_{j} f\right) \circ \psi_{j}\right\|_{s}^{2}
$$

By going through a similar process for $\left\|\left(\mu_{j} f\right) \circ \psi_{j}\right\|_{s}^{2}$, we can find $C_{1}, C_{2}>0$ such that

$$
C_{1}\left(\sum_{i \in I}\left\|\left(\rho_{i} f\right) \circ \varphi_{i}\right\|_{s}^{2}\right) \leq \sum_{j \in J}\left\|\left(\mu_{j} f\right) \circ \psi_{j}\right\|_{s}^{2} \leq C_{2}\left(\sum_{i \in I}\left\|\left(\rho_{i} f\right) \circ \varphi_{i}\right\|_{s}^{2}\right) .
$$

We now have a coordinate independent definition for Sobolev spaces on compact manifolds. The final result we prove here will be to adjust the compact embedding theorem for $\Omega$ on our manifold $M$.

Theorem 9 (Compactness Theorem for Compact Manifolds [6]). If $s>t \in \mathbb{Z}$, then the inclusion $H^{s}(M) \rightarrow H^{t}(M)$ is compact.

Proof. Let us take a sequence $\left\{f_{j}\right\} \subseteq H^{s}(M)$ with $\left\|f_{j}\right\|_{s}$ bounded. Notice that in the $i$ th $(i \in I)$ coordinate chart $U_{i},\left\{\rho_{i} f_{j} \varphi\right\}$ satisfies the hypothesis of the RellichKondarachov theorem (8). It therefore has a convergent subsequence in $H_{t}\left(U_{i}\right)$. Since $I$ is finite, we may build a subsequence - that we rename $\left\{\tilde{f}_{j}\right\}$ - which is convergent in $H_{t}\left(U_{i}\right)$ for all $i \in I$. Finally, for $\epsilon>0$, there exists $N \in \mathbb{N}$ such that for all $n, m>N$ and all $i \in I$

$$
\left\|\left(\rho_{i}\left(\tilde{f}_{n}-\tilde{f}_{m}\right)\right) \circ \varphi_{i}\right\|_{t}^{2}<\epsilon / I
$$

leading to

$$
\left\|\tilde{f}_{n}-\tilde{f}_{m}\right\|_{t}^{2}=\sum_{i \in I}\left\|\left(\rho_{i}\left(\tilde{f}_{n}-\tilde{f}_{m}\right)\right) \circ \varphi_{i}\right\|_{t}^{2}<\epsilon .
$$

Theorem 10 (Elliptic Proof of the Hodge Theorem for Functions). Let

$$
\Delta: C_{c}^{\infty}(M) \subseteq L^{2}(M) \rightarrow L^{2}(M)
$$

be our Laplace operator. Then there exists an orthonormal basis of $L^{2}(M)$ consisting of eigenfunctions for the Laplace operator.

Proof. We paste our previous findings.
First, the Laplace operator can be extended to be surjective onto $L^{2}(M)$, using the Friedrich extension. Next, from the compactness embedding theorem, its domain is compactly embedded in $L^{2}(M)=H_{0}$. This makes the extended inverse a self-adjoint compact operator. We may now use the spectral theorem for compact operators to conclude.

Notice that the injectivity of the operator is resolved by isolating the kernel, which corresponds to the eigenvalue 0 . Further, this eigenspace is easy to determine. If $\Delta f=0$, then $0=\langle\Delta f, f\rangle=\langle\nabla f, \nabla f\rangle$. Since we consider a connected manifold, $f$ must be a constant function making the kernel a one dimensional space.

We have not mentioned the Sobolev embedding theorem, yet together with theorem (7) this tells us that the eigenfunctions will be smooth. Indeed, from (7), we can iterate on the regularity of the solution for the Poisson equation. This will mean that an eigenfunction $\phi_{i}$ will belong to $\cap_{k \in \mathbb{N}} H_{k}(M)$. Using the Sobolev embedding theorem, we then have that $\phi_{i} \in C^{\infty}(M)$.

## 5 Conclusion

The core of the work has consisted of proving the spectral decomposition of the Laplace operator on a Compact Riemannian Manifold. We started by using a general approach with functional analysis. This allowed to get almost all the hypothesis required to apply the spectral theorem for compact operators. To get the last missing piece - the compactness embedding - we went through Sobolev spaces to then use the Rellich-Kondarachov theorem.

## A

## Differential Geometry

We try to give here sufficient background and motivation for the following result:
Theorem 11 (Stokes Theorem). Let $M$ be an oriented smooth n-manifold with boundary, and let $\omega$ be a compactly supported smooth $(n-1)$-form on $M$. Then

$$
\int_{M} d \omega=\int_{\partial M} \omega .
$$

## A. 1 " $M$ an oriented smooth $n$-manifold with boundary"

## A.1.1 Smooth Manifolds

One motivation for (smooth) manifolds is to extend the differential geometry of surfaces. Let us first notice that differentiability is a local property where "local" can be defined using a topology. Further, we would like to use the findings of real analysis but in our more general setting. One way of doing this is through local diffeomorphisms. Indeed, if there exists $k \in \mathbb{N}$ such that opens of our set are diffeomorphic to an open set of $\mathbb{R}^{k}$ we can then transfer results through this morphism.

Definition (Topological Manifold [9]). Let $M$ be a topological space. $M$ is a topological manifold of dimension $n$ if it has the following properties.

- $M$ is a Hausdorff space.
- $M$ is second countable.
- Each point of $M$ has a neighborhood that is homeomorphic to an open subset of $\mathbb{R}^{n}$.

Definition (Smooth Charts [9]). The homeomorphisms mentioned in the definition of a topological manifold are called charts. They come as a pair $(U, \varphi)$ such that $\varphi: U \subseteq M \rightarrow \hat{U} \subseteq \mathbb{R}^{n}$ is a homeomorphism for some open $\hat{U} \subseteq \mathbb{R}^{n}$. From the definition, they cover the whole space $M$. Now we say they are smoothly compatible if for any two pairs $(U, \varphi),(V, \psi)$ either $U \cap V=\emptyset$ or $U \cap V \neq \emptyset$ and

$$
\psi \circ \varphi^{-1}: \varphi(U \cap V) \subseteq \mathbb{R}^{n} \rightarrow \psi(U \cap V) \subseteq \mathbb{R}^{n}
$$

is a diffeomorphism. The composition above is called a transition map from $\varphi$ to $\psi$. The collection of such charts is called a smooth atlas.

Definition (Smooth Manifold). An atlas $\mathcal{A}$ on $M$ is maximal if it is not properly contained in any larger smooth atlas. In other words, any charts that is smoothly compatible with every chart in the atlas is already in it. Such $\mathcal{A}$ is also called a smooth structure. Now a smooth Manifold is a $\operatorname{pair}(M, \mathcal{A})$ with $M$ a topological manifold and $\mathcal{A}$ a smooth structure.

As there is a topology associated to $M$, so is the compactness property from standard topology. Now for $f: M \rightarrow \mathbb{R}$, we say that $f$ is smooth at $p \in M$ if for any open $U$ containing $p$ and the associated chart $\varphi_{U}$,

$$
f \circ \varphi_{U}^{-1}: \varphi_{U}(U) \subseteq \mathbb{R}^{k} \rightarrow \mathbb{R}
$$

is smooth in the standard calculus sense.

## A.1.2 Boundaries

Now to make sense of boundaries, we use the space

$$
\mathbb{H}^{n}:=\left\{\left(x^{1}, \cdots, x^{n}\right) \in \mathbb{R}^{n}: x^{n} \geq 0\right\}
$$

as well as boundary charts, charts $\varphi$ belonging to the atlas such that $\varphi(U)$ is an open subset of $\mathbb{H}^{n}$ (relative to $\mathbb{R}^{n}$ ) with $\varphi(U) \cap \partial \mathbb{H}^{n} \neq 0$. We can then define boundary points of $M$ as being the points $p \in U$ with $\varphi(p) \in \partial \mathbb{H}^{n}$. Notice that choosing the last component in the definition of $\mathbb{H}^{n}$ is arbitrary, as an argument permutation in $\varphi$ does not invalidates its belonging to the atlas.

## A.1.3 Orientation

We will deal with orientation while talking about integration.

## A. 2 " $\omega$ a compactly supported smooth $(n-1)$-form on $M^{"}$

## A.2.1 Vector Fields

Let us first talk about vector fields and the space in which they live in. Let us take $p \in \mathbb{R}^{n}$ and $f \in C^{\infty}\left(\mathbb{R}^{n}\right)$ the space of infinitely differentiable functions on $\mathbb{R}^{n}$. Then a vector field $X: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ acts on $C^{\infty}\left(\mathbb{R}^{n}\right)$ by returning the derivative of $f$ in the direction $X(x)$ at $x$ :

$$
\begin{aligned}
X(x): C^{\infty}\left(\mathbb{R}^{n}\right) & \rightarrow \mathbb{R} \\
f & \mapsto\langle X(x), d f(x)\rangle=:(X \cdot f)(x)
\end{aligned}
$$

using the standard scalar product.

Notice that we have loosely used the same term $X$ for the linear functional as well as for the collection of vectors. Let us link the two concepts by developping the scalar product:

$$
\begin{equation*}
\langle X(x), d f(x)\rangle=\sum_{i=1}^{n} X^{i}(x) \frac{\partial}{\partial x^{i}} f(x) \tag{12}
\end{equation*}
$$

with $\left(X^{i}\right)_{i=1, \cdots, n}(x)$ the components of the vector $X(x)$. Further, notice that the functionals $\left(\frac{\partial}{\partial x^{i}}\right)_{i=1, \cdots, n}(x)$ span the tangent space of $\mathbb{R}^{n}$ at $x$ where the derivatives of functions at $x$ live.

For every vector fields, we have a linear functional $C^{\infty}\left(\mathbb{R}^{n}\right) \rightarrow \mathbb{R}$. It turns out we can characterize this mapping using the standard product rule of calculus.

Proposition 9 ([9]). A linear functional $X: C^{\infty}\left(\mathbb{R}^{n}\right) \rightarrow \mathbb{R}$ satisfying the product rule $X \cdot(f g)=(X \cdot f) g+(X \cdot g) f$ is a vector field on $\mathbb{R}^{n}$.

Note that the product rule equality has to be tested with $x \in \mathbb{R}^{n}$. Now the idea is to generalize vector fields on $\mathbb{R}^{n}$ over a manifold $M$ using the above proposition. That is, a vector field on $M$ is any linear functional $X: C^{\infty}(M) \rightarrow \mathbb{R}$ satisfying the product rule. Notice that this definition does not involve any charts and is thus coordinate independent.

We call the space in which vector fields on a manifold $M$ live, a tangent bundle $T M:=\cup_{p \in M} T_{p} M$ the bundle of all tangent spaces of $M$. The tangent space at point $p$ here means the space of all vector fields at point $p$ as defined using functionals.

Next, we express $X$ using a coordinate system. First, we define $\tilde{X}$ on $\mathbb{R}^{n}$ as

$$
\begin{aligned}
\tilde{X}(x): C^{\infty}\left(\mathbb{R}^{n}\right) & \rightarrow \mathbb{R} \\
f & \mapsto(X \cdot f \circ \varphi)(p)=(X \cdot \tilde{f})(p)
\end{aligned}
$$

with $\varphi^{-1}(x)=p$ using the suitable chart \& open couple around $p$. It is easy to check that $\tilde{X}$ satisfies the product rule, it is thus a vector field on $\mathbb{R}^{n}$. As such, for a given $x \in \mathbb{R}^{n}$, we are able to express $X$ in coordinates using the formulation of equation (12) with $\tilde{f}$.

## A.2.2 Covariant Tensors

We have seen how vector fields act on smooth functions through the differentiation in a given direction. Conversely, smooth functions act on vector fields using the same operation.

$$
\begin{aligned}
f(p): T_{p} M & \rightarrow \mathbb{R} \\
X(p) & \mapsto\langle X(p), d f(p)\rangle=(X \cdot f)(p) .
\end{aligned}
$$

In general, a covariant one-tensor field is any linear map

$$
\begin{aligned}
\alpha(p): T_{p} M & \rightarrow \mathbb{R} \\
X(p) & \mapsto \alpha(p)(X(p))
\end{aligned}
$$

For all $p \in M$.
A nice way of apprehending covariant tensor fields on a manifold is to build them with coordinates. Notice that we hinted at $\left(\frac{\partial}{\partial x^{i}}\right)_{i=1, \cdots, n}(p)$ being a coordinate system for vector fields on a manifold, let us similarly use the coordinates $\left(x^{i}\right)_{i=1, \cdots, n}(p)$ as smooth functions. Let us define $d x^{i}(p)$ as a mapping from $T_{p} M$ to $\mathbb{R}$.

$$
\langle X(p), d x(p)\rangle=\sum_{i=1}^{n} X^{i}(p) \frac{\partial}{\partial x^{i}} x(p)=: \sum_{i=1}^{n} X^{i}(p) d x^{i}(p) .
$$

$d x^{i}$ is an example of tensor, a covariant one-tensor field to be precise since it will take as argument one vector field $X(p)$ and return its component $X^{i}(p)$. By convention, (smooth) covariant zero-tensor fields are smooth functions on $M$ and more generally

$$
\begin{aligned}
\beta(p): T_{p} M \times \cdots \times T_{p} M & \rightarrow \mathbb{R} \\
\left(X_{1}(p), \cdots, X_{n}(p)\right) & \mapsto \beta(p)\left(X_{1}(p), \cdots, X_{n}(p)\right)
\end{aligned}
$$

is a covariant $n$-tensor field on $M$.
We have introduced covariant one-tensor fields by way of smooth functions acting on vector fields. Notice that we could introduce some covariant two-tensor fields using the same idea, namely

$$
\begin{aligned}
f(p): T_{p} M \times T_{p} M & \rightarrow \mathbb{R} \\
\quad\left(X_{1}(p), X_{2}(p)\right) & \mapsto X_{1}(p)^{T} d^{2} f(p) X_{2}(p)=\sum_{i, j=1}^{n} X_{1}^{i} X_{2}^{j} \frac{\partial^{2}}{\partial x^{i} \partial x^{j}} f(p) .
\end{aligned}
$$

This forces the covariant two-tensor to be symmetric. Indeed, permuting arguments has no effect since the matrix $d^{2} f(p)$ is symmetric by the smoothness of $f$. We next see an opposite class of tensors, namely the alternating ones which on the other hand will switch signs if arguments are switched. In what follows we use the word tensor to describe covariant tensors. By doing so, we intentionally put aside contravariant as well as mixed types tensors 9].

## A.2.3 Motivation for Alternating Tensors

Say we have a smooth function $f$ on our manifold $M$ assumed now to be compact, which we would like to integrate: $I=\int_{M} f$. When $M=\left[a_{1}, b_{1}\right] \times \cdots \times\left[a_{n}, b_{n}\right], a, b \in$ $\mathbb{R}^{n}$ we know from standard calculus that

$$
I=\int_{\left[a_{1}, b_{1}\right] \times \cdots \times\left[a_{n}, b_{n}\right]} f=\int_{\left[a_{1}, b_{1}\right] \times \cdots \times\left[a_{n}, b_{n}\right]} f\left(x_{1}, \cdots, x_{n}\right) d x_{1} \cdots d x_{n}
$$

using the obvious coordinate system. In the Riemannian framework, integrals need volume elements together with the limit of a sum. For example $\left[a_{1}, b_{1}\right]$ gets subdivided in a collection of small segments, $\left[a_{1}, b_{1}\right] \times\left[a_{2}, b_{2}\right]$ by small squares, $\left[a_{1}, b_{1}\right] \times\left[a_{2}, b_{2}\right] \times\left[a_{3}, b_{3}\right]$ by cubes and so on and so forth.

The decisive observation that will allow us to generalize is that the volume of these elements are given by an alternating tensor, the determinant. Indeed, by rewriting the above $n$-cubes as spanned by $n$ vectors, stacking the vectors in a matrix and computing its determinant, this will give their volumes.

Hidden in the expression for $I$, is the determinant of the standard coordinate representation of $\mathbb{R}^{n}$ which is equal to 1 . Recall that when a change of coordinates occur, a Jacobian appears which gives the value of the determinant with respect to the coordinate transformation (a linear map).

In other terms, another way of looking at the standard integration theory is to say that we integrate tensor fields, where each element of the sum is the value of the tensor evaluated in infinitesimal volume elements spanned by a set of vectors.

Let us study properties of the determinant to understand a possible generalization.

Definition (Determinant [9). For a finite $n$-dimensional vector space $V$ together with an orthonormal basis $B$, a linear map $T: V \rightarrow V$ written as a matrix $(T)_{i, j}$ with respect to the basis $B$ has determinant

$$
\operatorname{det}_{B}(T)=\sum_{\sigma \in S_{n}} \operatorname{sgn}(\sigma) \prod_{i=1}^{n} T_{i, \sigma(i)} .
$$

By looking at the matrix $(T)_{i, j}$ as an ordered collection of vectors from $V$, we can further write $\operatorname{det}_{B}$ as a mapping

$$
\operatorname{det}_{B}: V \times \cdots \times V \rightarrow \mathbb{R}
$$

It can further be shown that the following properties for the mapping $\operatorname{det}_{B}$ hold:
Multilinear For all $\lambda, \beta \in \mathbb{R}$ and all $\left(v_{i}\right)_{i=1, \cdots, n}, w \subseteq V$,

$$
\begin{aligned}
\operatorname{det}_{B}\left(v_{1}, \cdots, \lambda v_{i}+\beta w, \cdots, v_{n}\right)= & \operatorname{det}_{B}\left(v_{1}, \cdots, v_{i}, \cdots, v_{n}\right) \\
& +\beta \operatorname{det}_{B}\left(v_{1}, \cdots, w, \cdots, v_{n}\right) .
\end{aligned}
$$

Alternating For all $\left(v_{i}\right)_{i=1, \cdots, n} \in V$,

$$
\operatorname{det}_{B}\left(v_{1}, \cdots, v_{i}, \cdots, v_{j}, \cdots, v_{n}\right)=-\operatorname{det}_{B}\left(v_{1}, \cdots, v_{j}, \cdots, v_{i}, \cdots, v_{n}\right) .
$$

$\operatorname{det}_{B}(B)=1$ That is, writing the orthonormal basis $B$ as $\left(e_{i}\right)_{i=1, \cdots, n} \subseteq V$, we have

$$
\operatorname{det}_{B}\left(e_{1}, \cdots, e_{n}\right)=1
$$

To get a feel about the alternating property, notice that it is equivalent to say that if two vectors $v_{i}, v_{j}$ are dependent, then $\operatorname{det}_{B}\left(v_{1}, \cdots, v_{i}, \cdots, v_{j}, \cdots, v_{n}\right)$ is zero. This is coherent with the idea of volumes and their sizes. Indeed, to describe a volume with non zero size, the vectors spanning the volume have to be independent otherwise the volume gets "flattened".

Now what will help us to generalize is the observation that it is possible to characterize the determinant using the above properties. Namely, any covariant alternating $n$-linear map $\omega$ on $V$ satisfying $\omega\left(e_{1}, \cdots, e_{n}\right)=1$ is a determinant with respect to the basis $B$.

We talked about the Jacobian before, the next proposition states it rigorously.
Proposition 10 (Jacobian [9]). Let us take an n-dimensional vector space $V$ and an n-multilinear and alternating tensor $\omega$. If $T: V \rightarrow V$ is any linear map and $v_{1}, \cdots, v_{n}$ arbitrary vectors in $V$, then

$$
\omega\left(T v_{1}, \cdots, T v_{n}\right)=\operatorname{det}(T) \omega\left(v_{1}, \cdots, v_{n}\right)
$$

Thus far, for an $n$ dimensional manifold, we have seen vector fields acting on smooth functions, smooth functions acting on vector fields, we have seen an example of symmetric 2-tensor field (the Hessian matrix), and finally the determinant as an example of alternating $n$-tensor. Remember that the determinant is well defined on tangent spaces of our manifold but is not yet a tensor field. Before continuing with operations on tensors, let us introduce the notion of forms to ease the reading.

Definition. $A k$-form is a smooth alternating covariant $k$-tensor field.
[TO DO: smoothness of forms]
To make sense of the Stokes theorem, we must introduce the exterior derivative of a $k$-form $\omega$.
[Wedge product]
[Exterior derivative]
[It became too time consuming for too little knowledge return to keep on going.]

## A. 3 Integration on a Manifold

Now let us give a few comments on the Stokes Theorem that we recall here:
Theorem 12 (Stokes Theorem [9]). Let $M$ be an oriented smooth n-manifold with boundary, and let $\omega$ be a compactly supported smooth $(n-1)$-form on $M$. Then

$$
\int_{M} d \omega=\int_{\partial M} \omega .
$$

Notice how the result generalizes the fundamental theorem of calculus. Indeed, notice that when $M=[a, b]$, then $\omega$ is a smooth function (zero-form) which we denote by $F$ and by $f$ its derivative. Then,

$$
\int_{[a, b]} f=F(b)-F(a)
$$

which takes the points $a, b$ as the boundaries of $[a, b]$. It also generalizes the divergence theorem, green theorem and Kelvin-Stokes theorem 9 .
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